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Supplementary Table 1: ResNet and lightweight model details.

Model Family Model Name Variation on Family # Parameters FLOPS Model Disk 
Usage (bytes)

Reference

ResNet ResNet50 N/A 23,591,810 353,054,355 283,446,328 https://arxiv.org/abs/1512.03385

SN.1 Base model 727,042 1,448,162 3,178,024 https://arxiv.org/pdf/1602.07360

SN.2 SN.1 with fire 
models redistributed

722,370 2,887,044 3,158,272

SRN.1 SN.1 with residual 
connections

727,042 4,335,206 3,181,488

SqueezeNet

SRN.2 SN.2 with fire 
models redistributed 
and residual 
connections

722,370 5,774,088 3,161,768

SQN.1.1 Base model 600,594 6,946,731 4,439,008 https://arxiv.org/pdf/1803.10615

SQN.1.2 SQN.1.1 with 1.5x 
wider channels

1,327,130 9,558,006 7,360,248

SQN.1.3 SQN.1.1 l with 2x 
wider channels

2,337,826 14,176,233 11,390,744

SQN.2.1 SQN.1.1 with 
redistribution of the 
number of modules 
at each stage 

801,170 15,742,988 5,244,024

SQN.2.2 SQN.2.1 with 1.5x 
wider channels 

1,773,146 19,235,735 9,150,640

SqueezeNext

SQN.2.3 SQN.2.1 with 2x 
wider channels

3,126,050 25,416,330 14,545,592

M.1.1 Base model 3,230,338 31,844,257 7,983,000 https://arxiv.org/pdf/1704.04861

M.1.2 M.1.1 with width 
multiplier of 0.5

830,274 33,488,472 3,799,592

FM.1.1 M.1.1 with fast 
downsampling

1,893,506 37,251,939 7,983,000 https://arxiv.org/pdf/1704.04861

FM.1.2 FM.1.1 with width 
multiplier of 0.5

489,538 38,219,278 2,366,736

MobileNet

M.2.1 M.1.1 with inverted 
residual connection 
and linear 
bottleneck layers 
inserted into the 
convolutional 
blocks

2,261,120 42,690,419 9,943,928 https://arxiv.org/pdf/1801.04381



M.2.2 M.2.1 with width 
multiplier of 0.5

705,376 44,073,784 3,723,104

M.3.1 M.2.1 with squeeze 
and excite in 
residual layer and 
layers with 
modified switch 
nonlinearities

4,227,426 52,482,036 17,856,104 https://arxiv.org/pdf/1905.02244

M.3.2 M.3.1 with width 
multiplier of 0.5

2,069,626 56,596,344 9,223,240

M.3.3 M.3.1 with fewer 
layers

1,678,674 59,929,874 7,472,728

M.3.4 M.3.3 with width 
multiplier of 0.5

1,017,114 61,951,220 4,828,880

SFN1.1 Base model 954,418 63,829,636 4,913,752 https://arxiv.org/pdf/1707.01083

SFN1.2 SFN1.1 with 4 
groups

908,834 65,605,930 5,220,152

SFN1.3 SFN1.1 with 8 
groups

939,578 67,426,700 6,308,712

SFN1.4 SFN1.1 with 1 
group and width 
multiplier 0f 0.5

253,190 67,922,213 1,740,560

SFN1.5 SFN1.1 with with 3 
groups and width 
multiplier of 0.5

250,310 68,404,684 2,334,680

SFN2.1  SFN1.1 with an 
additional 1 × 1 
convolution layer 
added before global 
averaged pooling 
and width multiplier 
of 0.41

351,362 69,095,650 2,245,824 https://arxiv.org/pdf/1807.11164

ShuffleNet

SFN2.2  SFN1.1 with an 
additional 1 × 1 
convolution layer 
added before global 
averaged pooling 
and width multiplier 
of 2.1

5,485,488 80,015,907 22,786,296



Supplementary Table 2: Results of knowledge distillation with temperature adjusted soft-target learning, the first two rows did not use a 
temperature raised softmax.

Soft targets used Unlabeled images used Temperature Alpha MaximumValidation Accuracy

No No NA NA 89.6%

No Yes NA NA 95.1%

Yes No 2 0.5 88.8%

Yes No 2 1.0 89.5%

Yes No 2 1.5 89.1%

Yes No 3 0.5 89.5%

Yes No 3 1.0 89.6%

Yes No 3 1.5 90.3%

Yes No 3 2 88.5%

Yes No 3 5 88.7%

Yes No 3 10 89.7%

Yes No 4 0.5 89.6%

Yes No 4 1.0 88.5%

Yes No 4 1.5 90.0%

Yes No 5 0.5 89.8%

Yes No 5 1.0 89.4%

Yes No 5 1.5 89.1%

Yes No 10 1.5 89.0%

Yes No 20 1.5 89.7%

Yes Yes 3 1.5 94.4%


